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| One-stage\_Deepspeek-LLM-7B-Chat | Section 3.3, Section 4.1(Fig.5 and Fig.6), Section 4.2 |
| One-stage\_Qwen1.5-1.8B-Chat | Section 3.3, Section 4.1(Fig.5 and Fig.6), Section 4.2 |
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| Two-stage\_article-level\_Qwen1.5-14B-Chat | Section 3.3, Section 4.1(Fig.5 and Fig.6), Section 4.2 |
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| Table S2 | The estimating cost of closed-source LLMs | | Section 3.2 (Table 3) |
| Table S3 | The results of comparisons and Wilcoxon signed-rank test | | Section 3.2 |
| Table S4 | The answers to the act-level identification in test dataset | | Section 3.3, Section 4.1(Fig.5 and Fig.6), Section 4.2 |
| Table S5 | The answers to the article-level identification in test dataset | | Section 4.1, Fig. S1 |
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